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OPTICAL SYNTHETIC APERTURE TECHNIQUES

INTRODUCTION

The goal of this program 1s to develop optical synthetic aperture
(OSA) imaging concepts and techniques. .

Active synthetic aperture radar systems have been used at microwave
wavelengths for many years to produce quality imagery. Directly
emulating such systems at optical wavelengths is not adequate. As the
wavelength of the transmitted/received radfation decreases, a wavelength
is reached typically in the near millimeter wavelength region, where the
received signal can no longer be directly detected and classically

demodulated to obtain the required phase information. Rather, it

becomes necessary to use heterodyne and/or interferometric techniques in
order to obtain the phase information. Further, at least presently,
optical sources, such as lasers, cannot be waveform controlled in the
same manner as microwave sources. Thus, different concepts, techniques,
and hardware fmplementations are required for 0SA imaging. |

During this program, ‘a number of different aspects of 0SA imaging

systems have been investigated as described in the next section and
appendices. They include a generalization of the theory describing SAL

~ imaging, a new transmitter/recetver configuration, a new optical
spectrum analyzer for 0SA systems and other applications, and the

development of a specific hybrid processing configuration for processing
0SA data. |
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SUMMARY OF RESULTS

The theory for génératjng 0SA 'imagery was ertended in its
generality to include arbitrary postions of the source(s) and
receiver(s) for active systems and includes arbitrary receiver positions
for passive systems. In general, given arbitrary object size and
motion, the required processing is space varfant. However, with certain
geometry and object size limitations, the processing becomes space
invariant. Far field conditions lead to being able to effictently
process the data via Fourfer transform algorithms. One such case was

experimentally demonstrated at a‘wavelenéth of 1.22 mm. This was the

first SAL image ﬁfoduced at near millimeter wavelengths. See
Appendix A. '

- Some analys1s‘was also- done regarding “generalized imaging™ of
which 0SA imaging 1s a subset. See Appendix B.

Wide bandwidth transmitted signals are required for high resolution
range-doppler SAL imaging. Mode-locked lasers easily produce wide
bandwidth output but the efficient detection and processing of such
signals can be ‘troublesome. A technique was developed to reduce the

‘required detection (receiver) bandwidth without losing the high

resolution imaging capability. glt.cons1s;ed'of not only a mode-locked
transmitter laser but also of a mode-1ocked local oscillator laser in a
heterodyne detection setup that allowed the received signal to be
compressed into ‘a narrow bandwidth A bandwidth reduction of over 500
was exper1mental]y demonstrated. See Appendix C.

A useful 1nstrument'for_obtain1ng the modulafion information from a

.wide bandwidth optical 0SA signal would be a'h1gh finesse optical
spectrum analyzer that spatial?v displays the temporal spectrum with a
,one-to-ona linear correspondence between: the temporal frequeucy and the

2.




spatiél position. Such an output would allow direct optical processing
or detection with a 1inear detector array for digital processing without
requiring correction for a non-linear correspondence. Towards the
objective, a spectrum analyzer was concefved and demonstrated that was
composed of a multi-tapped optical fiber delay line in conjuhction with
a holographié matched filter. This combination produces the desired
linear spatial distribution of the temporal spectrum of the light fed
into the optical -fiber. See Appehdix D.

The processing of the three dimensional signal history data {s, of
course, an essential aspect of 0SA 1m$ging. In general, the processing
can be very computationally burdensome. However, by properly picking
the geometry and signal modulation, the data takes on a form that is
conveniently processed using backprojection techniques simflar to that
.used with tomographic imaging systems. In particular, a hybrid
(ohtical-digital) processor concept that allowed such datz to be
efficiently processed was'initially conceived under this contract and
then was experimentally demonstrated with other support. The further
development of such a processor has the potential to lead to a real-time
processor of 0SA imagery. See Appendix E. Also, the grating
interferometer type of processor appears attractive for a similar type
of 0SA processing. The advantagg @f the grating interferometer lies in
its achromatic characterics which consfderably reduce the requirements
on the source coherence. See Appendix F.

CONCLUSION

: The concepts, analysis, and experimental results developed in this

program have helped establjsh the feasibility of optical synthetic

, o aperture imaging and hopefully has laid the fouudation for an
operational optical synthetic aperture systen;'
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APPEMDIX A
SYNTHETIC-APERTURE TECHNIQUES AT NEAR-MILLIMETER WAVELENGTHS*

Carl C. Aleksoff
Abstract

Synthetic aperture (SA) imaging techniques are considered for
identifying targets at ranges of a few kilometers using near-millimeter
waves. A generalized concept of SA imaging is presented. A hybrid SA
array technique is proposed that would significantly diminish the motion
required for the SA data generation. A scanning SA technique is
presented and analyzed in detail. Images are shown that were generated
using the scanning SA technique with a near-millimeter wave homodyne
system operating at 1.22 mm.

*This paper was presented at the Millimeter Optic Sessfon of the

. SPIE's Huntsville Electro-Optical Technical Symposium, October 1-2,

1980. It was published|in the Proc. SPIE, Vol. 259, Millimeter Optics,
1980, pp 115-124, ' L ' : o o
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Synthetic-aperturs techniques at near-millimeter wavelengths o -

Carl C. Aloksoff .
Radar and Optics Division, Environmental Research Institute of Michigan
P.O. Box 8618, Ann Arbor, Michigan 48107 . ¥

Abstract

Synthetic aperture (SA) imaging technigues are considerea for identifying targets at
ranges of a few kilometers using near-millimeter waves. A generalized concept of SA imag-
ina is presented. A hybrijd SA array technigue is propased that would significantly dimin-
ish the motion required for the SA data generation. A scanning SA technique is preésented
and analyzed in cgetail. Images are shown that were generated using the scanning SA tech-
nigque with a near-millimeter wave .homodyne system operating at 1.22 mm. :

Introduction

Some previous publications have indicated that near-amillimeter (NMM) wave svstems might
be applicable for imaging through fog, smoke, or rain in battlefield situations where visi-
ble or infrared wavelength imaging systems are blinded.l=3 The goal is that the NMM wave
imaging system would be of a small enough size that it can be conveniently mounted on a
vehicle and still have a large enough aperture to enabli recegnition of tactical targets
at ranges up to several kilometers. According to Kruseé, recognition af tactical venhi-
cles requires about a 0.5 m resolution capability. ’ i

The required aperture width W) (Rayleigh criteria) of 2 classical one-dimensional
imagii.g system to achieve 3 resolution of p at a range R with wavelength A is g;ven by

AR
Wl :—o— ' (1)

or if the system is a feccusec scanning type that uses a common aperture to both transmit
"and receive the signal, then the'aperture width is given by half of £€q. (1) or

AR ' : ' v

Wy = = , ‘ ‘ (2)
Tvoicallv, the NMM wavelenaths are taken to run from 0.3 mm to 3 mm. Figure ] shows the
aperture widths require? r>r 3 0.5 m resolution as a function of range for 0.3 mm, 1.22
mm, and 3 mm wavalengtns 33 <escribed by the more optimistic Eg. (2). It is clear from
Figure 1 that operation cf 3 scanning system at 3 wavs'zagth of 0.3 mm anad up to 3 km
ranges would require 4n aperture of about 1 m, which is about the maximum sjize classical
antenna (gish) that woulc D2 tolerated. However, atmospheric attenuatjon considerations
teng to crive the operating wevelength selection to longer wavelengths?. Operation at
the gther ang of the NMM wavs reaion, {.e., 3.0 mm wavelengths, leadas to a 10 m aperture
requirement, which obvicusly implies an impranctically sizeg classical antennz for mounting
cn a vehicle, especially in rattlefield situations.: Thus, one is. leag to considering al-
ternative technigues such as synthetic aperture imaging systems. - '

e I T U T T T T I I M A 4 B W o e L S e e e

Syntnetic aperture technigues

' . »
By synthet{c aoerture (SA) imaging, ~e imply that a series of steps of the type [llu- "
strated in Figure 2 are usec to orocuce the imagery. We . start with an ooject (in opject 2]
~ space) illuminateo with a specific wavefront. The signal scatt2reg 0y the object depends |
on the geometrical positions of the transmitters, cetectors, and object as well as specific '
scattering characteristics 7f the orjeact ang the spectral .properties of the illumination. b
The SA technigue s ceoence~t ~r sotting up the object space such that the scattered signal Gt
has temporal variations cue "o crarging parameters in object space, which could be causeg '{
by . . ) )
1. Temparal moculaticns i~ :ine transmittec signal (e.g., chirping or pulsing). E
2. Transmitter ana/or =atec<ar motion (incluaing switching between sources and/or de- .
tectnrs in arravs), » B} .
" 3. Cbiect moticn (e2.9., - rArating object). . - v &
4. Beam scanning (2.a., 3:7:nning a transmitteg wavefront with a rotating mirror). :{
The scaittered signal [n conjfunction with an acbitrary medifying sigral gives an electrical ;1
signal «hich we will c2rcte < [ne SA temporal signal. The mooilfying signal couid be a . - ,3
. H . i . st . . : [
"’ f»“
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loczl reference wave heterodyned with the .cattered signal or some more complicatea com-

. biration of signals, 2lectrical and electrimagnetic. The one-gimensionsl tempcral signail
is then distributecg into’'a multi-dimensional cpatial space (scatial signal space) via a
specific fermatting pracecure. This spatial signal is what is oFten referred fto ‘as the
synthetic aperture data and the exte.t of the cata defines the zynthetic aperture. Tne
spatlial sigral space might also be referrea to as a holegram, especially when the signal
is 12corded cnto photographic emuision. However, the snatial signal could as well be datsa
distiibuted in a computer memory where the spatisl cuordinates are jusit conceptual aigs
for proper data retrieval in the next step. This next, and last step, is processing the
spatial signal data to give an image. The processing could be optically implementea
Fourier transform or a digitally implemented FFT, hnlographic processing, or more compli-
cated procedures. ' .

Often two different types of object space parameterc can be changed simultaneously to
generate the data for two dimensional imaging3. For example, the classical side-looking SA
radar uses the combination of range infermation cecrived by transmitting a temporally modu-

. lated waveform and Doppler informatiun cerived from the motion of the aircrafes,4-6

Such a "side-looking" SA system also appears attractive using NMM waves in battlefiela
scenarjos. However, the actual type of system is more likely dictated by the types of NMM
wave sour:?s, detectors, and components available rather than any idealized. consigerations.
If highly coherent (phase stable) sources of adequate power cu:put and efficiency (small
.size) are available, then heterodyne systems are attractive. I[f detectors and components
(e.g., mixers) are also available, then direct detecticn and subsequent miv.ng of the elec-
trical signal could be used, much as for the microwave SA radars. If coherence of the
sources is a problem or if atmospherinr turbulence is a orobiem, then interferometric tech-
niques could te usel, much as has been demonstrated at cptical wevelengths ar at radio
wavelengths for radio astronomy. The distinction between microwave (thermal noise limited
systems) and optical (photon noise limited systems) becomes blurred for NMM waves and a
hybrid system will probably he required in nrder to olend the best of microwave and cptical
techniques. .

Let us consider how various SA techniques might be implemented. Given tactical situa-
tions, consistent movement of a target is nat likely and hence target motion will not be
considered. lcwever, modulation ancd source/detector moti»n will be considereao.

In a modulated radar system, we know that the range .resolution capability i{s given by

c ' .
pr -'ﬁ , ' . (3‘)

where ¢ is the free space sneed of light and B is the transmitted bandwiath, Thus, for a
0.5 m resolution at a 1.2 mm wavelength, a bandwicdth of 300 MHz is reguired, which is only
3 0.1% bandwicth to carrizr freguency ratio. This bandwidth appears to be easily obtaina-
ble as a freauency chirp generated with a pbackward wave oscillator or as a pulse train gen-
erated with a mode locked laser. Thus, ranging'appears ta be a gooc candidate for gather-
"ing SA cdata with NMM waves. : , .

. . As with microwave SA radar :ystems operated from .aircrdft, we can also envision the
cross-range data heéing generated via the motion of the vehicle carrying the NMM wave SA
systam. That ls, Doppler or interfercmetric information is gathered to synthesize the -
aperture data In z dimension orthogonal tu the range direction, thus allowing the genera-
tion of a two dimensional Image. This can be accomplished as {llustrated in Figure 3 far
‘a homodyne (Doppler) type of SA {imaging system, A diverging NMM wavefront eémanates from a
small aperture (antenna or lens) 3nd illuminates the object. The scattered-signal {s re-
ceived with the same aperture and heterodyned. For. such a system to straightforwardly pro-
.cess tne signal, the position of the receivar/transmitter phase center must typically be

known to an accuracy on the order of a tenth of the operating wavelength during its cohet- -

ent {ntegration time. This is known as moticn compenstion data. Thus, for a 1 mm SA sys-
tem, the pnsition knowieogge must be on the order of 0.1 mm for up to 10 m of travel, This
. type of accuracy can be obtained if some reference scatterers (2.9., retro-reflectors) are
tontinually addressed during the vehicle motion with an optical cr E&M distance measuring
system.' In fact, it should even be possible to use the NMM wave SA system itself to gene-
rate moilon compensatiosn signals from reference reflectors that are illuminated at tne
same. time as the target. ' ' o

figure 4 {llustrates an alternative hybrio SA array technique where a long thinned array'
{on2-gimensional) is used along with physical motion to fill In the gap between antenras,

. For example, if 9 small antennas were= spaced 1 m apart, then the entire array could be
‘moved slowly In a track by 1 m wnile quickly switeching (electronically) the transmission/

tecetving across the array tg obtain a. filleg 10 meters worth of SA data.’ N,

116 /7 SPIE Vol. 259 Midmater Optics {1980)
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There are cother hybric SA techpigues thzat can re used, out as statec earlier, the most
affective tecmnigue may ena up heing mgre catermired by hardware constraints then conceo~
tual coneiraints.’ Experimental efforts are requiled to-cetermine the =ffectiveness of
the varicus SA roncepts considering the harcware constraints, atmosnher:iC turbulence anc
scattering effects, and Jrouncd clutter prablems. In the next section, we will cgescribe a
SA experiment that is in a very early staje of demonstrating NMM wave SA imaging
capabilities.

5canred SA imaging

Consider first the classical scanried imaging system illustrated im Figure 5a. A fccused
oeam is scanned past the target using a rotating mirror. The amplitude aor intensity of
the received signal scattered from the target is dispiayed on 3 screen with Its position
propartional to the scan angie. In Figure S5b, the SA scanned system is schematically illu-
strated. However, in this system, a diverging wavefront is scanned past the targen using
the rotating mirror. The received signal (heterodyne detection) is stored in a memory un-
til the entire target is scanned and then the signal is processed tc form the image. Both
¢ystems have the same resolution limit, ramely that given by Eq. (2) where Wy is the width
of the scanning mirror. The SA system ucually can have simpler optics since only a diverg-
ing is peam needed and it does not have to be focused to a specific range with the optics.
However, time must be spent to process the SA data before the image is formed. The SA
scanning system has the adyantage that it can refocus Dy reprocessing the data and hence
cnly one scan is necessary, however, it must keeo the SA data in memory.

Let us now davelop the processing corcept for ccarned SA imaging (refer to Figure 6).
In this figure, S is a point source, D a point detector, P, 1s the nth point scatterer
‘of N scatterers making up the target, and M is the scanning mirror. from the vantage posi-
tion of the source and detector, the object point appears to move in a circle of radius cp
centered at the mirror 'rotation center. In fact, it would move on a sphere if tre mirror
were a two-dimensional rcanning type, however, for simplicity, we will confine ocurselves
to only considering a one-dimensional scan. In regards to Figure 1, it is the rotation of
the mirror that produces the "change" indicated after the first box. With respect to
Figure §, let the transmitted signal from S be a diverging spherical wave of the form

% eap [iwt - krj) ‘ (4)

where, as usual, k = 27/:x = w/c. The signal scattered back to the detector is of the form
N , )
ur(t) = 2L exp {ilot - k(r_ « d_)1} ' (5)
. T3, n n . '

n 1

where opn 15 the scattering coefficient for the nth scatterer, rn is the distance

from che source to the nth scatterer, and dn is the distance from the detector to the

nth scattere. After homodyning with the local oscillator exp (iwt), the detected. signal
is proportionai - ol '

N : ‘ : ' f
Ut = 3o, cos [B Gy e)] T | (6)
n '4 ot R

where g4 not only ?ccounts for the scattering efficlency, but alsce losses {n the system
as well as (rndn)"-which we assume is so slowly cnanging that it can be taken as a
constant, Also, o5 is assumed to be real for simplicity sake., Of course, r, and

dn are functions of time since they .vary with mirror position. The signal U(t) is the
temporal signal referred to in the second box of Figure 1, while the local oscillator is
the modifying signal. The next step is to consider the formatting.

Towards understanding the formatting process, we first note from £q. (§) that the terms
in the summatlon are cyclic in rpn « dn. In fact, rp +dn=q,q=0, 1, 2, ... de-
scribe 3 set of ellipsaics of raevolutionm in space with S and O as foci. we will denote
these “imaginary" surfaces as virtual fringes, for a reasoam to soon become evident. Con-
sider the holographic recording setup illustrated in ‘Figure 7. The hologram is to be re-
corded. on the recording surface using a spherical wavefront converging to D and a diverging
wavefront emarating from S. The recording at the point P is given by

:8.
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la exp [-i(at -xr)] + 8 exp [-i(wt + kr)]lz
= a2 . 8% . 248 cos [k(r + d)] (7

Notice that the phase term depends on r « d and then compare to £qg. (6). The nylogram re-
cording made under these conaitions has the same form as the signal received with the SA
system. That is, each term in Eq. (6) can be considered to be a hologram recorced on a
circle of radius cn and formed by the interference between a spherical wavefront converg-
ing to the detector D and a diverging wavefrant emanating from the source S. Thus, the
concept of virtual fringes in the SA system are deriveo from the real fringes of this com-
parison holographic recording,

Keeping this holographic corcept in mind, the signal uU(t) is recorded along a circle in
recording space by formatting U{t) into the function U(p, ¢ ) via the relationship

Ue, 90 = fuCt)sCo- oy, o - 26, at (8

3

where (p, ¢) ave colar coordinates i{n recording space, p, is an arbitrary constant, §(p, 9
is a two-dimensional delta function, and ¢y is the angular position of the mirror at time
e . t and hence {s a2 function of t. Recall that the object will apoear to rotate at twice the

. angle of the mirror rotation angle. 1If the mirror rotates at a constant angular rate of
Q, then we can write tnat ¢y = Qt. ' .

The ptocessing step is.a holographic type of reconstruction as illustrated in Figure 8.
Within tne 1émitations of tre Fraunhoffer approximation, the image complex amplituge is
describec oy : ‘

19 Ur(R, @) sg{uio.-wuc(p.o)u(o.o, R.e)} ' . (9

5 wnere TF|e} represents a two-dimensional Fourier transform, Uc(p, ¢ ) Is the reconstruction
BN wavefront, w(p, ¢, R,®) is the propagation kernel, and (R, 93 are the polar coordinates
A in image space. Wwhen £q. (5) is substituted into Eq. (9) we cbtain

ny , N
{7 Ur(R, @223 5 (R, 8) + 5 (R, @) | (10
‘ z

CANE

RSN where

s |

250 n®,8) = Fluewe 3 feo[d r v ap]oco-ny, 0 - 2000t} (11

we note that S; is tne spreag functinn corresponding to the object point Pn. The qudl-

ot ity of the image can vbe determined from the characteristics of the SPicad function, Aber-

Ohh rations,, for example, can be aralyzed by comparing the position of each spreag function to
e that of its corresponaing object scatterer point. Rather than expand and analyze Eg. (11)
- R in detail for arvitrary configurations, we will consider a special case that not only is
5:11 : sgralqhthtwarc and demonstrates the concept, but corresponds to our experimental setup.

As indicatea in Figure 9, consider the case whete the source ang detector are in the
same position ang the wavefronts collimated. Hehce, the virtual fringes nhave degeneratec
to equally spaced straight lines of period A/2. [f the mirror is tntating at constant
angular frequency 0, then the received sigral, as descridbea ny £q. (4), becomes

. N : i
ut) = 370, cos [ ¢, cos (28t - 9) v s] | . e
< | ~ | .

where a {s'a constant describing the phase Qelay within the system 3ptics. Note that cg
and 8n are both constants, The farmatting pDrtocecurs gives the function

. , N ave o _
Ulo, ¢) = E g, cO% Tcas (0-0,) va] Alo,9) . (13
RO ' n . :
'-;}\? where A(p,9 ) descrides the effective aperture (3 sertion of cireular arc)
RN - ' ' '
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and T is the scan period. Notice that the nth ‘term in the summation in Eq.  (13) describes a
sinusoical grating with amplitud2 o,, freguency 2cn/Apg, anyular otientation 8., anc offset
a. The processing now degenerates to using Uc = 1 and ¥ = 1 in EQ. (9) to give

U (R, @) = a(R, @) *

}z}N:[ana(R -R,, @- 5 ei®
]

+ 0, 8R -], @+ 8) e‘“].( A
where spread functlon a(R, ®) is the Fourier transform of A(p, ¢ ) and

Cn ' - . . ' ‘

R, = E: . . L (18)

Eq. (15) indicates that we get the usual aual images froa the.holbgraphic process. Since
the center of rontation is outside the opject and the object would typically subtend less
than 180°, then the two images c¢o not overlap. This is the desired imaging result.

Experimental Resylts

‘Figure 10 schematically illustrates the scanning NMM wave SR system that was used to
generate our fxperxm-nual data. This system is part of a MICOM N4M wave radar.l0 The
source is a C!° H3F wavaguide laser pumped by a CO, laser. Thé-expanded -and collimated CW
output at 1,22 mm is scanned with 3 flat 12 inch diameter airror. Part of the beam is
tapped off with a heamsplitter ang forms the local escillatcr for homodyne aperation. The
returr signal from the target 3long with the local oscillator signal are detected (homo-
dyned) a3t a Golaoy cell which has about a OC to 15 Nz bandwigth.

Figure l1l(a) shows a plct of 3 received signal from a 60 nm ciameter corner-reflector
that was 117 cm from the rotatizn center of the scanning mirror. The total scan angle was
17.59% ana the signal Jata was digitizea at 350 samples corresponding to 0.05° i{ntervals.
The reflectnr was within the came room as the NMM wave system in order to avoid atmospheric
gegraaations, at leact in the [~itial expariments. Compare the signal in figure 1ll(a) to
that in Figure 12(a) which is 3 computer simuylated signal frcm an icealizeo point scatterer
illumirnated w«ith infinite wicth plane waves. The actual return {s obviously net “iceal".
The non-symmetric effects may we Cue to polarization effects from the corner-reflecter
since the reflector was not symmetrically orientated in the scannirg girection. Also,
faegback effects from the raflector irto the laser were evicent. Further. the vutput beam
was somewhat Gaussian shapea with a full width at nalf power polints of about 1CO mm.

For our computations the giscrete version of =a (9) was use¢ for unity maqnification,

~namely

'

. b 1 4x R ‘ "
U (R, ) s Z u(n; , mi¢) cos —1 cos(@- m4)

m=]

whese Ry = 1170 mm angy a@a 0 e, ang M e 351, 'The image snown in Figure l1(b) was ob-
taineg by taking a cut through image space along an arc of ragius Ry as cescribea by the
image samples

Iy * {Ug(R,, ase)|? asl, ..., 351

Figure 12Th) is a construction of the image formea fFrom the "i{deal” stqnal In comparison,
the experimental results snow the expected narrow spike from the corner reflector out witr
a high level of vackground rolse. It is expected that some adgftional processing, such as
Sandpass filtering the signal, nnuld improve th2 quality of the image, However, [t snould
be noteg that the theoretical ~-s-lution of 7 mm at the target for a 100 mm wice Gaussian
-avefront was achieved as domonstratesd cy the cnpatiaentox tesults.
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APPENDIX B

A X D

GENERALIZED IMAGING*

R RIS DA

Carl C. Aleksoff

U PRSI O

Abstract

This paper approaches the questions of what are the fundamental
elements of an imaging system and what do we mean by imaging. The whole
chain of imaging, from the source of energy to the utilization of the
final data is broken into attributes as the basfs.for further analysis.
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o fThis paper Was presented at the "Limits of Passive Imaging Workshop*

T May 1983 and 1s published in 1ts proceedings, pp. 21-26. These

X proceedings can be obtained from C. C. Aleksoff, ERIM, P.0. Box 8618,
O _ Ann Arbor, MI 48107. o ‘ o ' : -
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GENERALIZED IMAGING

C.C. Aleksoff

~ The goal of this paper is to start our thinking process atout what
are the fundamental clements of an imaging system and what do we

. understand of these elements. The workshep goal is to identify those

aregs where rcsearch is warranted.

The word "imaging® usually brings to mind the human type of visual
system consisting of a lens and an array of photoreceptors. Processing

' is then dona on the entire array of photoreceptor outputs. However, it

is clear that insects and other creatures have significant variations on

this theme. Man made scanning systems and synthetic aperture systems

also do not fit fn that mold. It appears that tn order to properly
cover all the possibilities we need to understand the whole chain of
imaging, from the source of energy and its properties to the very

utilization of the final data. What is it that has not been exploited?

It 1s the much broader class of ge’n_eraliized imaging that we wish to
‘tuCRo ' . * I

Imaging can be usefy'lly subdfvided ,for. analysis into the set of
categories indicated by the boxes in Figure 1. They consist of .

1. Illumination (of the scene)
2. Scene ' , _
3. Channel (scene to collector interval)

7

40'4'1‘
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utilization

Apriori

- Knowledge
Inversion

> Detector

Platform

Measurement System
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GENERALIZED “IMAGING”
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Scene
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4, Measurement system (which consists of collectors and
. detector_S on platforms)
5. Inversion (to generate an “image” from the detected signal)
6. A priori kncisledge {to help the {nversion or utilization)
7. “Image" utilization (generation of a useful output as an fnput
for a decision making process) ‘

In Table ’ these categories are further subdivided into descriptors that
indicate important attributes or functions of the categories. These
descriptors hoTp guide our understanding of the extent of each catagory.
~ (Notice that in Table I with respect to Figure 1 that the {l1lumination
has been incorporated into the scene as a descriptor and that a priori
knowledge has been left out, but is intrinsic with many of the
algorithms associated with inversion).

" QOne way of utilizing Figure 1 and Table I 1s to track a pa'rt‘lcular
system through the various categories and descriptors. For example let

us consider the human visual system.

I1Tuminator: Sun or,other source of visible light

Sceno: ) Re¥lectivity and movement
Channel: Atmospheric

Measurement System: Coliector; imaging lens (two)
’ : Detector; photoreceptive array (two)
Platform; ayeball + head + body movement

Inverston:. ' Direct + binocular effects.
A prior! knowledge: Relative scale of objects for depth cue

Utilization: " Mensuration, change (motion) detsction, etc.’

We certainly have not ,cohsidond'. all the possibilities in the above
example, but ft does start us thinking in a systematic way about the
system. . : '
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Let us consider another example, nauely. Aperture Synthetic Radio
Astronomy.

I1lumination: - None
Scene: . Self emissive, spatial incolierence
Channel: .~ Free space + atmosphere

Measurement System: Cecllector; antenna array
‘ Detector; microwave sensor:
Platform; earth (rotation essential)

Inversion: ' Fourier tranform of correlation between
sensor outputs to produce 3 sky orightness
map (image)

A priori knowledge: Non-negative sky brightness

Utilization: .Source distribution, mensuracion

Reprocessing: Strong source removal (“clean™ algorithm)

~ In many respects this system is very different than the human visual
system yet produces an “image." It would be informative to track
through these categories and descrigtors for other creature imaging

systems, but I will leave the tracking up to those who are experts in

such systems.

As fndfcated at the start, this paper was 1ntehded to stimulate

thought about imaging and not necessarily present ansuers. However, -

some observations will be made here. It is clear that a priori

information plays a key role in extending the capabilities of many .

systems that gather 1ncpmplete data sets. Modern computational
capabilities often allow this a priori data to be used where it was

impractical before. An example of this {s 1ter¢tiVe processing which .

constructs an 1magc'fron only Four1gr modulus data and a non-negativity
constriint. Modern computational capabilities are often essential, as
in the case of the Aparture Synthesis Radio Astronomy imaging example
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g{vgn.above. Typicélly, in this case an image is furmed only after
‘intensive data processing {inversion).

Are there other key elements? } o ‘
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APPENDIX C

LASER HETERODYNE RANGING USING A MODE-LOCKED
LOCAL-OSCILLATOR FOR BANDWIDTH COMPRESSION*

Carl C. Aleksoff and L. M. Peterson

Abstract

It is shown that a mode-locked laser can be used as a local
oscillator (LO) in heterodyne ranging to bandwidth compress the received
signal. The amount of bandwidth compression depends on the difference
in the intermode frequencies between the LO laser and the transmitter
laser, which can also be a mode-locked laser. Since the heterodyning
occurs on the detector, it is only necessary to use a narrow bandpass
receiver that passes the compressed banawidth to obtain ranging
equivalent to that obtined by a wide bandwidth receiver that passes the
full transmitter bandwidth. Bandwidth compression of over 500 times and
one foot range resoiution was exp rimentally demonstrated with a 1.5 GHz
He-Ne laser mode-locked transmitter signal was reduced to less than 3
KHz at detection

*Submitted to Optical Engineering for pudblication. .Parts of this
paper were also presented at the Los Alamos Conference on Optics ‘83 and
published as “Bandwidth Compression Using a Mode-Locked Local QOscillator
Laser" in the Proc. SPIE, Vol. 380, 1983, pp. 239-247. ,
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Bandwidth Compression Using 3 Mode-Locked Local-fscillator Lager
‘ 6.C. Aleksoff and L.M. Peterson

Envictonmental Rese: 'ch Institute of Michigan
Infraced and Ootics Division
P.0. Box 8618, Ann Arbar, MI 48107

Abseract

It has been demonstrated in a laboratory experiment that a mode-locked laser can be
used as s local oscillator (LO) in s heterodvne ranging system to sample or bandwidth com-
press the received 3ignal. The bandwidth compression depends on the difference in the
incermode frequency between the LO laser and the transmitter laser. Bandwidth compression
of over 500 times was demonstrsted, i.e., a 1.5 GHz He-Ne laser Ctransmitter signal was re-
duced to 3 MHz upon detection. Since the mixing occurs on the surface of the detector ornly
a nartow bandoass receiver chat casses the compressed bandwidth is necessary to obtain
ranging equivalent to that obtained bv a wide bandwidth receiver that passes the full
transmitter bandwidth

Introduction

In laser ranging svstems and in laser radar (LADAR) the resolution of the system im-
oroves as the handwidch of ‘the transmitted/veceived signal increases. Basically the best
range resolution AR for a monostatic LADAR system {s given bv

Aa-qz% ' : (€8

where ¢ {s the sveed of light and B {s the bandwidth of the transmitted/received signal.
For a ty-con that transmits puises of widch T, for example, using mode-locked lasers, then
B = T-l can be substituted into Eg. '(1). However, in general, pulses are not required

and othar waveforms such as linear chirp signals can be used to minimize peak pover levels.

Tvoically, the larger the transmitted bandwidth the largzer the detector and raceiver
bandwidths must be to utilize the signal and cbtain the best resolution. However, the
technique described {n this paver alleviates the deteczor and receiver bendwidth require-
ment bv taking advantage of the low bandwidth occupancy of mode-locked lasers. That s,
lasers often emit onlvy in discrele longitudinal modes with no emission between the modes.
For 3 mode-locksd laser the modes are phase locked together co form the pulses characteriz-
ing such lasersé, Further, since the information (modulation) rate of return from a tar-
zet is often low then this information can be redistributed to lie between the modes in
such a wav as to reduce the overall bandwidth requirements on the detector and receiver.

‘ 1

‘ Basics
’Tﬁe'cechu*quc. which we denote as differentfal mode~locked laser (DMLL) ranging, uses’
ty0 ssparace mode-locked lasers. One mode-locked laser is the source of the transmitte
edergv and cthe other i{s used as the lo~al oscillator (LOY in a heterodvne tvpe of secuod..
Lec s1/cY be the transmitted signal and sy(t) be the LO signal, and Sy(f) and Sq(f) theis
sgectra (Fourier transforms), resocectively. The signals are relaced by. the Fourier trans-
fqrm relationship ‘ = . .
' ~2rife .
S(fY = [n(t)o dt , (3
THe mode-lccked spectral signals can be weitten as
sl(f\ -15; bnsff - n?l - fo\. o ' (%
which 'has the time sf{znal descriotion
3, () - En: b, exof-2vi(al, + £, el 4' ' : s
.24
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where fo i9 an atbitrary center ootical freauencw, Fpy and F1 are the intermode frequencv

) ?ifferenccs for the LO and transmitter signals, resuec:ively. a, and by are the (complex)
mode amplitudes of che LO and transmitter signals, respcc:ivelv and A? is the LO offset
frequency.

_ 1€ sy (e {s transmitted and scactered off some tarzet then rhe received signal sz(:) can
be wrtttcn as

S R KLY G IR

. - b. A

. sz(ﬂ gcq'l(c tq | (6)
i vhere £, is the round trip delav time and c, is the effective amplitude scattering coeffi-
S cient agsociacod with the ath scatterer of gho target. In general, tq'il a function of time
o if the target is movine. Subst{tution of Eq. (3) into Eq. (6) gives ' i

'Zm - Znhn(:)bn' expl-27{ (2, + o, + d)] ' (n
I where

< ' h(e) = gcq oxp[ZﬂUfo + nfl\: + td! (3
j In the sbove expressions, d is a frequencv shift that accounts for the ncminal Doopler

“ shift of the targzet. The recsived complex spectrum is obtained by taking the Fourier

i transform (FTY of Eq. (7), which gives

- Sz’f‘ - Z'bnﬂn(f - fg -0 - . (9
. n N .
1 where H (f) {s the FT of h, (t). The quantity H,(f) describes the soectral soread of the
p nth mode due to the carz-: Tynicallv, che spread is limited, and we assume that ic {s

I limited to & bandwidth W, {.e., .

X v

q H(E) =0 tor [t} > V] - (10Y
. The decected signal for sufficiently fast detector and receiver electronics {s given by

B 1e) = [8(0) + gy(0)2
i » L g - L
1 - ’o'o ’. ’2'2 +* '0'2 + Szlo- . (11
Z wh?ro : represents complex conjuzation Thcldo:occod spectrum {s thern the FT of Eq. (1),
- which {s .
:‘ I(6) = Xoo "'122 * %2 + Xzo . (12)

where the corrtlation soectra ave defined v'a '

g %(f) - S *H * S, (6
N = fsm(f'ﬁsn(f' + 0dE’ . . oan
;' Afcer sihse(tucion of fa. {3V and Eq. /9% the various co'relncion spectrs ate .
? : ’ ' Zf; at 5(kPy o afq o« ) . (16)
' _ Zzb ., ' '
) (22 - ~ an‘g“ | S n!‘li * Hk(f - ‘(l"l‘ ) (1%
p L N . . . , . o .
! N ' ,'.20 - ;zbn.knn(uf“ d" kl'o . hfl - " (16\
b . - ' : , : '
: g2l EY = X3pen o S an

, o i . - . .
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These correslation spectra are shown in Figure 1 for a simple illustrative case of two mode-
locked lasers with just three equal amplitude modes, i.e.,

"

= 1 : . .
1-::,-’. So(f) = Z §(€ - £q - aFg = 46 (18
e n=-1 '
0 -
.\‘l .

. Sy = ) &(F - £q - oFp) (19)
. ne-1 ' .
':3 and a return given by
.\:: +1
ey Sp(F) =) rtece (€ - £, - d - o /Wl (20)
" ne-1

The point to note {s that under certain conditions the received spectra {s availsble as a
hand comoressed spectra within the detected spectra in the region W/2 < £ < /2, {.e.,

as {llustrated in Figure 1(g) within Zhe region lsbeled 'bandpass" (compare with Figure
1(2)), To quantify this observation let '

-
o 5.

E I Y
PO
el

. Fy < Fo ' '

. R (5 = 0 for el > W/2 | (21)
i:;); . : ’

'I':‘_ AF = ?0 - '1

i-_', » £=F /b

! The bandpass tegion fgp then ranges from W/2 to Fy/2. We can get

= | | o Nl '
L. . . , N = -nr— (22)
_:f modes into the passband without overlap. The limit is when we let &F =W ;hou

By =W , -

) L B

tf the above conditions are satisfied then we can bandpass the terms {n Eq. (16) for which
n = k to obtain the real part of ' ' '

L w E ] L] " ' -
5, (6 = ;bnaﬁﬂnﬂ(’* naf - £) . (26)

L AR
«a

-
ey
e

Kt

whave AF = Fg - Fy amd f5 « 4¢ - d. Comparison of this E?uaclon with Eq. (9) shows that
all the desired terms are cresent, however there is a difference in that a weighting a,
exists and the frequency direction is reversed. The conjugation is not significant gince
the terms are sevarated and onlv the resl cart {s used. The new carrier frequencv fq and
Che new intermode spacing AF. are contreilable via af and Fy. If the LO laser has uniform
amolitude modes, {.e., a5 = 1. then the filtered output {s exactlv of the same form as
s1(c) exceot time is veversed, which {s not significant. What {s important {s that the
s{enal mode spacing has been comoressed by the racio ' =

B

P R (2%)
-1 :

RN b

PP
LY B R S

AR Rt

which {s the desired resulc,

+

Experimencal Results

The expecimental setup {s shown {n “igute 2. Two He-Ne lasers were mode-locked co the
frequencies Fg and Fy, which for the results presented were about 73.96 MHz and 73,80 MHz, |
;e:?ac:tvo;;. lTho ?odo lock%nc was accomplished via {ntracavitv acoustic cells driven at -‘
ha the mode lock frequencvs,  The mode-lock diffecence nev was Fg - F
* 140 kHz. The sians! derived from tha mode lock RF oscliizgg:: via's gfx:r s nale ents
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frequency and {s used zo svnchronize the oscilloscove connected to the outout detector.

The laser ooerating at frequency F; was used as the Cransmitter source (its lighe
illuninated the tateet), and the laser oocerating at frequencv Fy was used as the LO laser
source. The LO lasuc nad one of {ts cavity mirrors mounted on a piezoelectric translator
in order to control the lasaer cavitw length which determine the LO offset frequencv 4f.

A half wavelength change {n cavity length allows a full 74 MHz of change in if. Both
lasers were monitored by a high speed detector connected to sampling oscilloscooes and were
also monitored via an optical svectrum anslyzer.

Light scattered from the tarzet was combined with the LO light by a besmsplitter and’
the two tesulting combinations were decected with two detectors. One detector, a fast >2
GHz cutoff frequency detector, was connected to an electrical spectrum analyzer to observe
the entire electrical spectrum, while the othat dstactor, a slow <70 MHz cutoff frequency
detector was fed to an oscilloscooe via a filter to observe the desired filtered time sig-
nal. It is noted that this is a heterodyns technique and hence, that the wavefronts of
the two light filelds have to be aligned sccurately.

Figures 3 and 4 show some of the results. Figure 3 presents the results for s target
,composed of a single point scacterer, and Figure 4 for two point scatterers separated by
about 14 {nches. PFigures 3(a) and 4(a) show the time outputs of the two lasers. The pulse
width of the mode-locked output was sbout 1l nsec. Figures 3(c) and 4(e) show the optical
spectrs of both lasers simultaneously. The resolution of the optical spectrim snslyzer
(~20 MHz) wvas not sufficient to senarate out the two spectra for typical operation where
the offset between the two spuctra was sbout 10 MHz, such ss for Figure 3(¢). However, in
Fizure 4(e) the LD offset, Af, was set (for observational purposes only' at sbout 37 MHs
s0 that both secs of modes are distinguishable, i.e., each alternative peak corresponds to
s mode of the same laser. Each laser oscillates in about 20 longitudindl modes spread over
about 1.5 GHz. Thus, for direct observation of che laser signuls and for ranging, the de-
tector and teceiver electronics need about 1.5 GHz of bandwidth. Indeed, the lower curve
‘in Figure 4(f) shows direct ranging results using fast detectors and electronics for the
two point scatterer csse. .

The lower trace {n both Figure 3(b) and FPigure 4(d) show the desired filtered time sig-
nal from the target after heterodyning with the LO light. Figure 4(c) shows the output
after a rectification stage (compare with Pigure 4(£)). Notice that the zime scale is 2
usec/div in Figure 4(c) and 5 nsec/div in Figure 4(f). The comparison shows that the band-
7idth compression (or time slowdown) {s consistent with the axpected ratio of F(/AF =
500. Notice the time reversal phenomenon in Figure 4(c). Although s GHz response detector
is tvequired to vange resolve the two targets in Figurs 4&(f), only a MHz response detector
is cequired in Figure 4(c). : :

Figure 57a) shows part of the detectsd electrical spectrum for & single peine target,
sim{lar co that shown in Figure 3(d) but on an expanded scale. Also, the mode-locked dif-
ference frequencvy AF was increased to 538 kHz, which makes the {nd{vidusl modes more evi-
dent. Figure 5(d) shows the same spectrum but displaved using an acoustooptic (ADY spec-
trun snalvzer setup composed of a | mW He-Ne laser bheam llluninuttn? a Bragg AO cell (~20

' MHz bandwidth centered at 40 MH2), a lens to produce the FT, and a 1024 element linear de-
tector arrav at the FT plane. The detected signal from the DMML setup was directly fed
into the AO cell. The AO generated spectrum for the two poi{nt target cuse (~16" sevara-
cion) {s shown {n Figure 5(c). The expected (~l cycle) s{nusoidal envelove on the indi-
vidual crose-correlation spectra {3 clesclv avident. Again a GHz bandoass phenomenon is
disolaved using a MHz bandozss device. . o '

Conclusions

The conceot of reducing the bandwidth requitements on the decector and receiver elec-
t-onics for laser rangine soolications has been demonstrated to be feasible bv using a
mode-locked transmitter laser and a mode-locked local oscillator laser.

T™hi{s work was supsorted bv the U.S. Armv Research 0ffice.
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Figure 1. An examvle set of spectra for a J-mode lasec, (a) The target signal spectrum.

(b)Y The local osc{llator speccrum. (¢) Targct signal sutocorrelscion speetrum. (d) Local

oscillator autocorrelation spectzum. (e) The ﬁ“i cross-correlacion spectrum., (£} The
)

Xsq cross-correlation npcctrum 2} The tontal sction epectrum. (h) The ougput fil-
c.rod spectrum, o -
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Tigure 3. Experimentcl resulfs for one point carget. (a) The two He-Ne mode-locked laser

outouts (fagr detectocs and samoiing scoope acquisirion). (b) Top trace: the difference

.signal between the drive signals for the mode-lockers. Lowsr rrace- ‘the received signal

after hetarodvning with the LO =mode-locked laser light and bandoass  filtering. (c) The .
ootical spectrum of both lasers.. (d) Pare of the electrical spectrum of the detected $ig- |
nal. The spectrum to be filtered {s centered at avout 32 MH2. or 42 MHz, (&) An expanded

version of the electrical spect-um showing the part of the soectrum that can be bandoassed

to ohtain the desired output.
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He-Ne mode-locked laser outpurs acquired via fast detectors and a sampling oscilloscope.
(bY Top trace: the diffetence signal between the drive signals for the mode lockers.
Lover trace: the recefved |signal afcer heterodyning with the local oscillator light and
handoass filtecing. (c) The filtered signal s2fter cvectification. (d) Part of ths electri-
cal spectrum of. the detected signal. The desired soectrum to be fi{ltered i{s centered ac’
about 27 MHz., (e The oot|ical specttrum of both lasers when the LO offset frequency {»
about 37 MHz., (f) Uoper trace: cthe transmitted oulses. Lower trace: the received signal
-for direct detection with fastr Aderectors and sampling scooe acquisition for the case of
t+o point targecs. ' i -
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1 one point targec response and (¢) shows the résponse for twe volr._ taczets with a 15 inch
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APPENDIX D
TAPPED-FIBER SPECTRUM ANALYZER*
C. C. Aleksoff and T. M. Stachelek

" Abstract

An optical spectrum analyzer was experimentally demonstrated that:
consisted of three main parts: (1) a pericdically tapped optical fiber
to produce a sampled one-dimensional spatial signal, (2) appropriate

.optics to produce a spatial Fourier transform, and (3) a holographic
matched filter to (in effect) phase correct all the optical taps.
Alteinative potential configurations and signal processing operat1ons
are also presented.

" *To be submitted to Optics Communcations for‘publjcaiiqn. :
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APPENDIX E

OPTICAL~HYBRID BACKPROJECTION PROCESSING*

C. C. Aleksoff, I. J. LaKaie and A. M. Taf

Abstract

In some synthetic aperture systems, the data gathered from a single : :
transmitted pulse samples the 3-D frequency space of the cbject. A 3-D : |
image can be formed by taking a 3-D FT on this data. However, the data '
are often in a form that allows backprojection techniques to be
efficiently used to generate the image. We describe an optical hybrid

. coherent backprojection processing technique that uses a 1-D spatfal
light modulator, a coherent optical processor, a 2-D detector array, and
some simple computer post-processing to produce the image.

. LY
ey ——— %~
W ST TR Ry T

-' "

~ *This paper was presented at the lothllnternational Computing
Conference, “Unconventional Imaging and Unconventional Transformations®
- April 1983. Published in the Proc. SPIE, Vol 422, 1983, pp. 89-95 °
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OPTICAL-HYBRID BACKPROJECTION PROCESSING

C. C. Aleksof?f,

[.J. LaHaie, and A.M, Tai

Environmental Research [nstitute of Michigan
[nfrared and Optics Division
P.0. Box 8618
Ann Arbor, Michigan 48107

Abstract

In some synthetic aperture systems the data
gathered from a single transmitted pulse samples
the J-0 frequency space of the odject. A 3-D
image can be formed by taking a 3-0 FT of this
data. However, the data are often in a form that

_ allows backorojection techniques to be effi-
ciently used to generate the image. We describe
an optical hybrid coherent backprojection proces-
ting technique that yses a 1-0 spatial lignt
modulator, a coherent optical processor, a 2-0
detactor array, and some simpie computer post-
processing to produce the image.

[ntroduction - Backprojection

[n such radar and Taser radar systems as
spotlight synthetic aperture radar (SSAR) and
those that image rotating objects, the construc-
tion of the 3-0 image U(X) can often be de-
scribed, as will be shown later, by the 3-0 FT
(Fourier transform) 1.5]

e ,g,{u(F)}

2 [uh) Wity

where U(x) describes _the (complex) image ampli-
tude g coordinates x « (x, y, 2) of the image
and u(f) describes the avaﬂablc (cm!ex) data
in coprdinates f = (f,, f yr f2) of spatial
frequency space. “e can wriu

m

u(fY = alf) v (f) @
and
9,3 .gz{u (F»} (3

where u, (f) represents tho spatial’ frequency
descriotion of the ideal image Uy(X) over all

of space and a(R) represents the 3-0 aperture
over which the data was gathered. Often the data
on'y lies on some -0 surface, 2as will be shown
later for some soetific examoles. In any case,
the actual reconstructed ‘mage can be described
as the 1.0 convolution of the soread function
with the ideal function as given by

Wl tElMMAC YA rW S pe 188 ANS 1 e 18 g

U(x) = u-a(-i') andA(x) (8)

a@ - Fun}

is the 3-0 snread furction and sk represents a
3-D convolution, We note that an active area of
research is the extendiny of ti-- aperture by
filling in the frequency data, a.g., interpola-
tion and/or extrapolation, but our only

(s}

- consideration in this paper is to use the data
directly (6],

Often the data can be described as being
gathered along straight lines that go through
the o gigin, which we will call polar lines. Let
L(f, ) define a polar line (of delta width) in
the direction of the unit vector & . Now we
note that the 3-0 FT of a polar line is a plane
through the origin, which we will call a polar
plane ([7,8]. Namely, we have '

P(%, B) -»‘;I;{L(?. 8)}

where P(x, b) describes a polar plane with delta
support in the direction of its normal b.

Now we consider the case where the data in '
frequency space ifes along polar lines as can bc
described by

“(6)

u(h) oY u (ML, ) n

. n
wﬂpn‘ . v
' "6(;’ -‘uc(;)a‘(;)‘ . (8)

Yere, a‘(f) {s the part of the oerture function
describing the support of the data alan? polar
lines ortentated in the direction, #,, i.e.,

the 'tot2! aperture description s

a(f) « 219 LT, 7). (9"
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The image. i.c.. the FT of 4(f) as given by Eq.
7Y, caq e written as

- "-' -
TR AER (10)
n
where
Uc‘,’xn; » Ué{x)*** P(x, xn) om
-qug(q) s{x - x, ® g)da,
U&(E) . UO(E\#iutA'(i) (12)
and ;n » XX, fo = ff, such that
Xy e fow ] (13

The quantity U', (+) described dy £q. (11) is
«nown as the Radon Transform of U'n(-), and is
obviously just the intagration of U', over
planes, i.e., the convolution operation gf U',
#ith P(.), The values of U'y for fixed X

is described as orojections of U'gl<) T7].
Thus, we see that the final image formed with
this data can be considered as the sum of the
Radon transforms of the ideal image convolved
wi*h the partial spread function A'(-).

Let us now go back to £q. (7) and derive the
operational FT form that we seek, Since L(°) is
a line deita function we can write

OIS YR CATUCAITAY R

n

emphasizing the one dimensional nature of each
Tine of data by,-#sing fo » ff,, where it is
understood that f, is a_fixed unit vector,
ence, the 3-0 FT of u(f) can .then be written as

URY =Y U (OLIT, 2y) # PR, x) (18)

n

where

FREY .,31{%(("),-(;")} (16)

and

The uantity W(-) {s the one dimensional T along
the nth polar line, The operation described by
Zq. {15} {s known as backorojection and has the
simole geometrical understanding illustratad in
Fiqure 1, Zach 1-0 FT ig hackorojected i1lang 2
line ngrmal %0 T, and intersecting the dasired
racanstruction 0gint T, Thus, we Zin arize very
simply that

Figure 1. fhe Backprojéétfon Technique
ulz) -ZU"(x cos o) (n
n .

where o, is the angle between vector to the
desired reconstruction point X and the polar line
direction Xn. Thus, it is only necessary to

sum backprojected scaled 1-0 FTs. We will demon-
strate this type of orocessing optically in a
Tater section, although not for the 3-0 case but
rather ?or the 2-0 polar distributed data.
However, the conceot is viable for the full 3-0

case,
Complex
projection ;
1-0 FT » ; Back-
formatting ' projection
Complex Amplitude
spectrum 30T image
Complex ' SqQuared
; autocorreiacion modulus |
Frequency Intensity
correlation image
10 FT » 8ack=
formatting

/ projection
Intensicy / -
projection )

_ Figurs 2. lrage Transform Kelationsnips
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Figure 2 shows a block diagram of ways to
reconstruct an image. [n coherent systems the
data and image can be comolex whersas in inter-
ferometric or tomographic systems the image is
nonnegative. The advantage of going along a
backerojection path rather than g FT path is for
computational saving. For examle, the use of
the FFT in digital processing requires the data
to be on 32 parallepioed grid, which implies that
if the data not fall on the grid points that
interpolation is necessery. The interpolation
computational burden can often exceed the FFT
computational requirements by many orders of
magnitude and makes the FFT based technique
unattractive, '

There is also 2 difference as to where the
data are gathered. [n tomography the
projections are the basic entity gathered
whereas in synthetic aperture systems frequency
space data are usually the basic entity gathered.

-

Source

. Receiver

X
Figure 3. Bistatic Imaging System Geometry

Synéhetfc icertyre Basics

Consider a coherent bistatic synthetic aper.
ture imaging system that illuminates an object
or scane from position ¥y and receives the re.
turn at position ¥3. See Figure 3., The‘co-
ordinate system is assumed fixed with respect tp
the object. For a monochromatic scalar Esfield
fanalytic gignal) description, M& received
signal from a differential slement scatterer gt
Py s given by (within a comolex constant
fuitiolier}

- o el . -1 . -
1S(ro) . ~Lr°}(R1 exo(\kR‘)kRZ exp{\kkz)dra
(13}

'

where ~(F 1 is the scattering coefficient, k
the wave number .

2

4
~

k =

"

™
. (19}

v the temoral frequency and R; =[F; - 7,
[ntegrating over the object (all the scatterers)
gives

ik(R}*R,)

172
[n the far field we can let
R, = |F; -r-o( -ty (21)

in the exponent and let R; = ry in the denom-
inator to get

2 Fkiryory) “2eiFof
S e ko8 /:e ° & (22)

12 o

and .
Fq-:-(;, + ;2) --c‘i(r‘ *1r,) (23)

£q. (22) is a basic result which states that the
received signal is proportional to the 3-D FT of
the object scattering function when the spatial
frequency is properly intarpreted.

We would like to invert Eq. (22) to find «
from S. In the cases of our interest the in-
version is helped by the fact the fraquency v is
centered about zome carrier frequency, and hence
the effect of k¢ is reasonably constant enough
to ignore. Furthermore, the rate of change of
is smail enough to allow the above first order
(quasi-CW) analysis. Alse, rp and ry do not
typically vary enough to have to be taken into
account other than in the axponent where the
variation of k(ry * ry) is significant. In
fact, to account for this factor the received
signal is multiplied by a function proportional
to expf-ik(ry * ry)] to remove its effect
and truly estadblish what is known as a MCP.
{motion compensation point) in space fixed with
respect to the object. The MCP corresponds to
the coordinate center of our frequency space.
Thus, with these modiffcations and understand-
ings, we can say that the image (estimate of the
scatterers) is given by '

- Zai(# -;)‘ -
RILA ."/‘sm . o g (28)

where the integral fs evaluated cver the sypport
of the avaflable data points in frequaency space,
f.2,, over the 1.0 synthetic aperturs. HNotice
that the aperture is created by changes in the

spatial frequency f as determined by the parame -
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MCP

-]
\,
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Slant plane
(a)

2 Polar lines in
(jlant plane

b e N

———— o —

“~Data projected onto
//// " f_ =0 plane
z
) -
Figure 4. Spotlight Synthetic Aperture Radar.

{a) Acquisition geometry. (b) Data dfstri-
bution in frequency space.

Imaging System Examples

Consider 3 SSAR (Spotlight Synthetic Aperture’

Radar} where the aircraft carrying the radar
flies along a straight path and keeps the radar
Jointed to the same are.. The radar transmits
M linear chiro waveforms and 2130 recgives the

returns. Thus, £g. (24) holds and Eq. (23)
‘becomes .

fa2rle S (25)

"where r o1 = ra for this case. [f the

radar frequency is chirped from vy to v3,

then, as given by the above equation, the fre-
quency. ve~tor direction 15 stationary bSut the
vactor magnitude varies from fy to f, where

Fi « 2Rvs/e. Typically, the chiro pulses

ire short enough for # not to change signifi.
cantly due 'to the aircraft motion. Thus, we see
that 2ach chiro produces a section of a 20lar

olar data
iines on a cone

fx
Data projected
onto fz s 0 plane
f
Y
(a)
' 4 '
Slice (z =0

plane)

y

(b)

Figure S. Imaging a Rotating Object. (a) Data
. distribution in frequency space and projection
of the data onto the f_ = 0 plane. (D) Res
sulting imege slice dud to 2-D FT processing
projectad data of Fig. S{a). .

i

iine of data in frequancy space corresponding to
the line of sight direction to tha motfon com-
pensatfon point, as indicated in Figure 4, Al
the polar lines lie in a plane, called the slant
plane, since the radar is triveling along a
straight line. The general 3-0 problem can be
considered here to degenerate into a 2-D pro-
cessing probiem since all the data lies in a
plane, 1.e,, the aperture is |in the slant plane,
and hence the spread function is infinitely long
in the direction perpendicular to the slant o
plane, Thus, the image is at| best a 2-D projec-
tion of the 3.0 ideal image opto the slant plare,
The requirsd processing is simly a 2-D FT of

the polar formatted data. :

Let us consider tha case pf a fixed radar
imaging a rdtating object. Let the radar trans-:
mit FM linear chirps from fredusncy vy to vo.

~In our coordinate system fixed to the object the

radar appears to move around the target in a cir.
cular path, Placing the motigm compensation
point on the abject rotation ixis produces polar




]

e

~

4

\}:

:-‘: lines of data that lie on the surface of a cone
% as illustrated in Figure Sa. The finite chirp
AT truncates the cone surface Detween radii of f)

and fj, where f; = v;(ry * ry}/c. The
spread function for a truncated cone tends to
lcok like a hollow cone. Typically, the 30

. frequency space data-can be projected onto the
f; = 0 olane, producing a 2-0 polar formatted
signal wnich can be processed with a 2-D FT to
obtain a slice {z « 0 plane} of the cbject. See
Figures 5a and Sb. Scatterers that are not in
the slice plane will produce rings instead of
points, i.e., slices of the spread function [1].
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";‘*-\ - Qotical Backnrojection Processing

N In the previous section some examplies were
- given as to how 2-0 polar formatted input signais
- can be generated. Figure 6 shows the classical

technique for optically processing such an input.
.The polar lines of data with a polar offset

¥

-"
A N
«

RN spatial modulator, e.g., density modulated ptato-
) graphic film, The signal is then coherently

N i1luminated and the FT is taken optically to

e produce the usual conjugate imaces. Cne of the
o images is then detected for further analysis,

-

In its simplest terms this process can be
described by writing} the input as

AQr

AN _ . oo
‘:i v(f) a8 + Zz]uﬂ(f)l cos (2+f e h ‘n)

' n (26)
}::: - where 3 {5 the bias, h the polar offset vector,

. and

:_3 'un(f) - Iun(f)l expf_ﬁ‘n(;)] (2n

e
a -
Lo te e

are just the individual terms of the summation
given on the right hand side of Eq.. (14}, Notice
in this section that the coordinates and vectors
are all understood to be 2-0 rather than 3-0 as
in the earifer sections, After the FT by the
'ens the processor output amplitude is given by

.
l'.

m ;
.

']

N

Lo

' -
o W) - 8a(R) «Zun(i SR U e h) (28
!'_&: where (s} 15 the FT of up(e) and * reore-’

sents conjugation. We can identify U,(s) with

K the terms in the summations in £q. (10) or Eq.
e f151. That is, Uyl+) simoly represents the

S nth backprojection and such backprojections

AN occur naturally in this system due to the inpyt—
e formatting and the FT operation. The offset

. vector R is picked to separate the two images

away from the zero order. -Detection of one of
» these images gives '

ol o=l ,

o UR) « zun(i - ml '29)

« n ‘

o ahich is the desired resylt. '

-
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spatial frequency carrier are written onto a 2-0 . '

Coherent

[ source Detector array
E FT
- 2-0 polar [mage
input lensl
Figure 6. Classical Technique for Optically FT

Procassing Polar Formattea Data

Memory

Ref.
source Rotatable

detector

Backprojections
Figure 7. The Optical Backprojection Procassor

In the above technique all the input data,
- lines are 2-0 FTed simyltaneousiy in parallel
and coherently susmed at the output to produce
the image. An alternative techmique, which we
call the backprojection tethnique, is to 2-0 FT
each line sequentially (in real time) and then
coherently sum them in a memory as is illustrated
in Figure 7. The detector is rotated to the
proder angle for each input line. The motivation
for this alternative technique is to avoid 2-D
spatial modulators, which are too limited in
their capabtlities for our use, and instead take
advantage of the newly developing technology of
spatial detector arrays and the mature technology
of 1-0 modulators, such as acousto-optic cells.

The backprojection tachnique can be described
by letting the input be given by ’
valf) =8+ Calf) oY o2 ]unmlpos (2nfoned )

. » 13
where Cs(Tiety 15 the reference wave (a phase
controllable point source at the origin of the

_input plane). The output of the processor (a

2-0 FT) s given by
Vo(R) w B8(7) o C @'Y

SUT oM ey (e m) (3N

IR
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“he detected signal, for one of the image terms
alus the reference wave is .

(% ) lc~ IRRINE ;)lz
In.‘\ Yyl = e n - )

-Cz,"

- ‘iz '
Up(X = M (32)

*C lun(i - ;)l cos (v + 4,)

_Only the last term of this exoression is desired.

It can be isolated by using the reference wave
phase. Note that .

1/% 0V = [,(%, v) = 2 U (% - h) cos 4,
o (33)
- * - L 4 -
/R ) = LolE = ) = 20U (T =) st g

Thus, we can obtain the quadrature components (!
".ang Q) by shifting the reference wave by v/2 in-
crements for 2ach line input and then suptracting
the correct components. The subtraction is done
digitally and the results are stored in a digital
memory. The detector (or input) is rotated to
the next position and the procedure is repeated.
The running sums of the | and Q components are
kep. and the image at any time can be calc¢ulated
as the sum of the squares of [ and Q to'give

_ o |
1R - 4c12 Uy (% - m'l (34)
‘ n

which is the desired result, See £q. (29)..

Experimental Setup

The actual experimental impiementation dif-
fered from the conceptual description given
above and tended to be set up as shown in Figure
3. 'The experiment was performed in non-real
time, and for convenience, the 1-D data lines
~vere generated by imaging a narrow slit onto a
2-) ohotographic racording of the polar formattad
soatia) frequency data. The input data and image
nlane were held stationary relative to each
other: the rotation of each polar slice was
achieved instead by rotating the slit, The total
orocessed aperture was determined by the number
of slices conherently summed and the width of -the
slit, both of which were allowed to vary, The
advantage of this setup was that by fully opening
up the slit a classically procassed coherent
imaqe could be generated and directly compared.
to the image processed from projections.

The image plane data was sampled using a CID
‘array camera. The required subtractions for the
in-onase and-quadrature (I and Q) comoonents were
oerformed on a desk-top comouter which received
the digitized data from the CID array. The phase
skifts wvere introduced into the reference wave
by monitoring the fringes caused by the inter-
ference of the reference beam and the undif-

" fracted (OC) oortion of the object beam with 3

pair of detectors whose spacing matched tnhat of

ACRRETLL o wionk i i b RGOS Tt e M O
Py { G
e

Jetector
array

- -
s

T
Display
)

Laser . Phase
¢ontrol

. Computer

Figure 8. The Experimental Setup to Jemonstrate
Optical Backprcjection Processing. Notation:

L - lens, T - transiator SH# - stepper motor,
8S - beamsplitter, M - mirror, and FT - fringe
detector. Solid lines are electrical, dashed are
optical, and dotted are mechanical connectors.

the fringes. The datectors were operated in 2
difference mode, and their output used to drive
a lock-in mplifier, The output of the lock-in
amplifier was used to control a ptezoelectric
mirror in the reference beam path. [n this man-
ner, a feedback loop was created which served to
“freeze” the fringe pattarn onto the detector
pair, i.e., t0 keep the relative phase between
the object and reference waves steady. By moving
the detector pair laterally across the fringe
pattern, this *freezing* affect shifted the
reference wave phase by a controllable amount.
The sane feedback loop alsc served to remove
slowly-varying fluctuations in the relative phase

' of the two beams, which is 8150 necessary for
proper performance of the experiment.

The data acquisition and system control
functions are performed electronically by both
analog and digital saquipment. The overall system
is controlled by 3 Tektronix 4054 Graphics System
Computer. [mage data from a GE TN2500 camera in
standard {nterlaced-field TV format is digi-
tized by a CVl model 270 frame gradber, and these
are suppiied in digital form to the 4054 viz a
dedicated interface. The data is stored dy the
4054 in an suxiliary memory capable of holding
two full 16-0ft grey level images (2 x 2564 x °
16, '

The system reads four images into the .
graphics comsuter for each position of the aper-
ture slit, with relative phases of 0°, 180°, 90°,
-90° in the reference Deam, and performs the
necessary calculations to generate the [ and Q
images containing the desired information. The
aparture is them rotated by a specified amount,
and the procadure repeated. Running sums of the
{ and Q mages are kepi in the memory. '

The data collection (i.e., image formation
processing) dtd not run in real vime, requiring
aoproximately 45 seconds per subaperture, An
image generated from §4 projecttons therefore
requires about 45 minutes of run time,
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A 8asic Result

A basic result is presented in this section
for a single point target, which serves to
represent the "impulse response“ of the back-
projecticn processing algorithm,

Figures 9a-9c show experimental results for
the reconstruction of the coint target. I[n all
cases, the length of the siit in the radial
{range) direction is 18 mm. Figure 9a is a per-
soective plot of the impulse response of the
slit, which in this case has a width of 0.2 mm,
This can be viewed 2s a single backprojection.
Figure 9 shows' a plot of the image obtained by
backorojection processina of 64 subapertures.
The "comoression® relative to Figure 9a is quite
obvious. The effective total acerture is 18 x
12.8 nm, Figure 9¢c is a plot of the point target
image oroduced using a real aperture of the same
dimensions.
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Conclusions

It was shown that backprojection processing
can be a viable processing technique for cases
where the Fourier frequency space of an ‘object
is sampled along polar lines. I[maging radar
examoles were presented that were characterized
by data along polar lines. The concept of an
optical-hydrid backprojection processor was suc-
cessfully demonstrated experimentally. The
potential for using a 1-0 spatial light modulator
as oart of a real! time system makes the technique
very attractive.

This work was supported in part by the U.S.
Army Research O0ffice.
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GRATING-BASED INTERFEROMETRIC PROCESSOR FOR
REAL-TIME OPTICAL FOURIER TRANSFORMATION*
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Anthony M. Tai and Carl C. Aleksoff
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- Abstract

CRALL LT

A processing approach is introduced that is capable of performing
. 1-D real-time Fourier transformations on the intensity distribution of
o an incoherent optical input. The processing approach is based on
. grating interferometers, and the resul:ing processors are simple in
. ' .structure and easily implemented.  Possible processor configurations
: ,' ' together with experimental tesults demonstrating the operations of the
system are presented. Analyses are given comparfng the grating
interferometric processor to the Michelson stellar inte:ferometer and
o the classical coherent optical processor.
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Grating-based interferometric processcr for real-time

optical Fourier transformation

Anthony M. Tai and Cart C. Aleksoff

A processing approach is introduced that is capable of performing 1-D real-time Fourier transformations -
on the intensity distribution of an incoherent optical input. The processing approach is based on grating
interferometers, and the resulting processors are simple in structure and easily implemented, Possible pro-
cessor configurations together with experimental results demonsirating the operation of the system are pre-
sented. Analyses are given comparing the grating interferometric processor to the Micheison :tcllar inter-
ferometer and the classical coherent optical processor. .

i Iniroduction
" The Fourier transformation is a basic operation in
many signal processing applications, and it has been
implemented by various optical techniques. Coherent
optical processors! can perform Fourier transformation
in real time, but they have several familiar iimitations.

Most coherent optical processing schemes require the

.use of an incoherent-to-coherent converter which re-
duces the system speed, dynamic range, and linearity.
An achromatic Fourier transform system3 can be uti-
lized to relax the temporal coherence requirement and
improve the system SNR by reducing coherence noise.
The spatial coherence requirement, however, is un-
changed, and an incoherent-to-incoherent converter is
still needed.

One-dimensional proressing using bulk acoustxcal
modulators or SAW devices,** on the other hand, are
often too limited in their space~-bandwidth product by
physical constraints such as transducer frequency re-
sponse, acoustical velocity, and acoustical attenuation.
Moreover, processing with an acoustical modulator is
limited to serial inputs. To be able to process parallel
spatial inputs such as images, a spatial-to-temporal
conversion is needed.

Incoherernt optical processing techniques such as

" OTF synthesis®? permit the use of incoherent optical

inputs, but their applications are limited to a rather .

The avthors are with Envnromnanul Research [nstitute of Mich-
igan, Infrared & Optics Division, P.0. Box 8618, Ann Arbor, Michigan
48107.
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restrictive class of operation. For example, complex
Fourier transformation has not heen demonstrated.
Cosinusoidal transformation was demonstrated by
Mertz and Rogers® using a shadow casting technique.’
Such a technique operates in the geometric optics re-
gime, and the achievable space-bandwidth is conse-
quently small. The optical vector-matrix multipliers:1°
can be configured to perform Fourier transformation;
unlike other more conventional optical processors, the
vector-matrix multiplier operates on discrete sampled
signals. The difficulties in constructing and aligning
a large 2-D mask and the limits on the densities of these
masks restrict the space-bandwicth product that can
be achieved in practice. The relative complexity of the
system also diminished its attractiveness.

In this paper, we introduce an optical processor which
belongs to a class of processor which we call interfero-
metric processors. This processor operates on inco-
herent optical inputs, but its performance is.closely
related to coherent optical processing systems. An
achromatic grating interferometer is used 1n our im-
plemrntatlon of the processmg approach It is capable

producmg and displaying in real time the real and
nmag'nary parts of the Fourier transform of a 1-D in- ~
coherent optical input. Preliminary experimental re-
sults are presented to verify the theory and to demon-

'strate the processing approach.

" cmm Dogrn of Spatial Coherence

~Consider the system geometry illustrated in' Fig. 1.
The radiation emitted by a space-limited object field

" at the (a,8) plane is detected at far-field locations

(x1,y1) and (xy,y2). If the radiation is quasi-mono-
chromatic and spatially incoherent, it can be shown that
thle‘complex degree of spatial coherence (CDSC) is equal
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Fig. 1. System geometry relating the intensity distribution of an
incoherent object field to the complex degree of spatial coherence at
a detection piane in the far field. .

(ua+ uB)]dadB. 1)

C(u,v)-Kff ua.a)exp[ =

where

u=(x,-x9)/R, v={y; - y)/R,"

and K is a constant. .

We see that there is a Fourier transform relationship
between the input intensity distribution and the CDSC
at far field. This relationship is sometimes known as
~ the van Cittert-Zernike theorem. Thus, to obtain the

Fourier transform of the intensity distribution of an -

incoherent input, one merely has to devise a means to
measure the CDSC at far field. This can be achieved
interferometrically by measuring the complex visibility
of the interference fringes formed between the fields at
(x1.y1) and (x2,y2). The fringe vmblhty function is
equal to

o 2V Ty vTixayd)
vz o 2 ) v HHxayy)
{txy " (222 (e + [tayel
< Cllxyyhixays. 2)
For a homogeneous incoherent input, I{xy,y;) =
{(x..y), and the CDSC i uspacemvanant in the far field.
Thus we may write
Vigw) a Clunr. B b1

With the Michelson stellar interferometer and ocher
similar interferometric iraging systems, the spatial

frequencies are sampled by physically varying the

'separation of the detecting apertures. Such asequen-

tial measuremert scheme is too restrictive for use ina
real-time processing system. The requirements that
the input be quasi-monochromatic also 1nakes the sys-
tem very inefficient for inputs that are naturally poly-
chromatic.

Roddier et al.!? introduced a rotation shearing in-
terferometer for astronomical imaging. - Basically the
input wave front is separated into two parts. One part
is rotated 180° with a system of roof prisms or dove
prisms and then recombined. At the center of the field
which is the center of rotation there is noshear. Mov-

. ing away from the center, increasing amounts of shear

are introduced. Thus, unlike the Michelson stellar
interferometer, all the spatial frequencies can be dis-
played at once. This technique is attractive for many
applications, and it was suggested as an alternative to
stellar speckle interferometry. However, similar to the
Michelson stellar interferometer, it requires quasi-
monochrometmty and is, therefore, rather inefficient
in the processing of inputs that are spectrally wide band.
George and Wang!3 combined the rotation shearing
interferometer with an achromatic transform optical
system and demonstrated polychromatic cosine trans-
form. Their system, however, requires a system of
prisms to perform the rotation and a muitielement np-
tical system for the achromatic transformation.
Moreover, switching from cosine to sine transformation
cannot be easily achieved due to the disficulty in real-
izing achromatic x/2 phase shifts using reflectiva and
refractive optics. -

In this paper, we introduce a grating-based achro-
matic optical processor. It is capable of producmg,
real time, cosine and sine transformations of inputs that
are spatially and temporally incoherent. One major
advantage offered by grating-based systems is sim-
plicity. The grating interferometric processor tends to
require much less hardware than conventional systems

. making it easier to fabricate and set up. The simplicity
_ of the grating system also makes the processor more

compact and vibration resistant.

. Adlmnauc Grating Interterometer - ,

The achromatic grating interferometer has been
studied extensively and applied to many applxc:mons
Chang and Leith!¢-18 applied the interferometer to in-
terferometric imsging and nondestructive testing.
Leith and Roth!"18 studied the noise performarice of the
interferometer and the synthesis of the convolution
integral for linear filtering. Collins!? demonstrated the

- construction of holograms and matched filters with -

incoherent light. Leith and Swanson? utilized the
interferometer for' the fabrication of noise-free dif-
fractive optical elements. Tai and Aleksoff2! employed_
the grating mterferomem' ammgement in an imaging
sy:‘tiem for :mproved imaging through scattermg.
media.

Leith and Chang,!® in particular, have recogmzed the :
ability of the gratmg interferometer to perform Fourier

iSMlO“/Vd.IS.MM/m OPT'CS 2283
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transformations. Their interest, however, was pri-
marily in imaging where the image of an object was re-
constructed by performing an optical transform with
a coherent optical processor. To be able to utilize the
interferometer as a processor, an appropriate decoding
technique must be developed to produce a complex
output that can be efficiently read out or interfaced to
a computer.

The simpiest achromatic grating interferometer that
can be realized is composed of a single grating. Con-
sider the optical arrangement depicted in Fig. 2(a). For
a single point source locsted at a = «, the field ampli-
tude in the volume where the F 3| dnffractod orders
overlap is equnl to .

Elagx,2) = Cy/Sag .
joxpli2x(Pp ~ F)x + ikay/1 = A P, - DY .
+oxpli2x(Po + Fix + ikay/T= AAPo + Pl (&)

where k = 2x/A,S(ao) is the intensity of the: point
" source, C is a constant, and Py = sin(tan—'ag/f)/), f is

the focal length of the lens, F is the spatial frequency of
thegraung,mdkutbemvalengthofthom The

corresponding light intensiiy distribution in the fringe -

voiume can be written as |

Hagza) = lCl'S(d (l + cos (4wfx + T _

_ WTSTHR PR - i X’??’ H’ID ()
Unmg a first-order appronmmon, the mtemnty dis-
tribution can be expressed as

' 2o .
Hasz.2) = C1S a0 [x + con mr(x --,-)”- ®

" Now, if instead of having a single point s’ource'.'we have
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Fig. 2. Single-grating achromatic interferometer: (a) basic geom-

otey; (b) using a beam splitter and a telsscopic imaging system to

decode the processor output; () imaging the fringe volume to a plane
away from the grating to access the zero spatial frequency.

a spatially incoherent line source with intensity distri-
butior f(a) extending from a = 0 to a = [, the output
intensity distribution within a corstant factor is

Hzz)= J; fta) [1 + cosdwF |z = %)I da. ™
The intensity along the optical axis at x = 0 is

'} B
Kz) = J; fla)(1 + coswaida

-f faMda + f  Ha) coswada, ®

where w = xFz/f.
The first term is simply a constant bm, and the sec-
ond term we recognize as the cosine trarsform integral.

T'hmbyrudmgoutthemtemtydutnbuuonnlongﬂw

optical axis, we obtain the bipolar cosine transform of
the 1-D input intensity distribution plus a constant bias.
We emphasize that the expression in Eq. (8) is not a
function of waveiength. The transformation is per-
formed achromatically.

The single-grating interferometer provides an ex-

- tremely simple means of achieving optical transfor-

mation achromatically. However, the information is
displayed as an intensity distribution along the optical
axis, which is rather inaccessible. In particular, the zero

. spevial frequency is located at z = 0, right at the surface

of the grating. One way to read out the intensity dis-
tribution along tho 2 axis is to place a very thin beam
splitter along the z-y plane at x = C as shown in Fig.
2(b). The intensity distribution can then be imaged to
a convenient output plane to be measured. Unfortu-
nately, it is not straightforward to place such a beam
splitter 1ight up against the grating. It nevertheless can

- be done using spacial optics. One may image the fringe

volume directly with a telescopic imaging system as
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- v w e = o= o= =

LAE T o S B

e

SOIAPLIAPL ) O sriniafe s, | S GRS Pt G SRR | F o e

A 1) I

ey
R e

g )7

[ RIS AN

Loy

AR YT

F




L
F.__‘__—i_ 20 ___4 »
Fig. 3. Multiple-grating achromatic interferometer.

shown in Fig. 2(c) to make the fringe volume more ac-
cessible. However, the diffraction angles would be se-
verely limited by the numerical apertures of the lenses.
A bettsr 2puroach is to utilize a three-grating arrange-
ment similar to that of Leith and Changl4 as shown in
Fig. 3. The first grating G, has a spatial frequency of
F, the second and third gratings are copianar, and both
have a spatial frequency of 2F. The input light field is

split into two first orders and the first grating and then
recombined by the second and third gratings, G; and

G3. A new fringe volume is formed abcut z = 2D, ac-
cessibly away from any grating. Moreover, spurious
diffraction orders can now be easily removed to elimi-
nate the spurious iringes and added bias that may
otherwise be introduced. With a single point source
located at & = o, the light ficld at the new frmge vol-
ume is equal to .

Elagx.y) = Cv/S(ap) - lexpli2x(Po ~ F)x
+ kDT = AP + FN2
+ik(z+ DT = X2(Po = F)) :
+ expli2x(Py + Fix + tva—-T!TFﬁ_’-’
+ik(z + DIWT = N3P, + E03i. 9

The corresponding light mtensxtv distribution can be
written as

l(zz2) = |C]*S(aK] + cool4rl"x )
+h2[vT = NIPo ¥ FR = VT =XUP, -‘F)'f‘n. (10

which can be approximated by

I(.‘t.z‘) - ICIO"'S(aI),{l + cos {JIF(x - 27“)“ . (1

For a 1-D signal along the « axis ranging from O te [, |

the output intensity distribution becomes

lxz)= f‘ﬂm{x +cm[4xF‘.r - ﬂmdu; (12

At x = 0, once again we have the cosine transform re-
lauonshlp

{
le) = f flanfl + cmtwaridar. (3
. "

To perform a Fourier transtormation, both real and
imaginary output data are required. By simply trans-
lating the grating (7. along the X . direction by one-
fourth of a period (i.e., ®/2 phuse ~hiti). the light in-
tensity distribution alony the & axis becomes

i
Iz)= j; flaift +sin(wa)lda, (14)

which is, of course, the sine transform of the input f(a).
Thus both the real and imaginary parts of the complex
transform output can be obtained. We may note that
the shifting of the grating produces a /2 phase shift for
ail wavelengths. The achromaticity of the system is
maintained. This is in contrast to-other interferometric
systems using reflective or refracting cptics.

Once again, the intensity distribution along the z axis
can be read out by placing a thin beam splitter along the
x-z plane asshown in Fig. 4. The intensity distribution
along the beam splitter is mapped onto a convenient
output plane outside the fringe volume using a one-
to-one telescopic imaging system.

This simple implementation causes several problems.
The beam splitter has to be very thin; a pellicle beam
splitter might, therefore, be used. Pellicle beam
splitters unfortunately have a tendency to vibrate.
Although this is not a fundamental problem and can be
solved using special optics, we:decided to use an alter-
nate arrangement for the demonstration.

The light distribution in the.output fringe volume is
equal to

lzyz) = j: ‘Haod [1 +cos |[4sF (x - ?)” da.

If we place a fourth grating with spatial frequency F at
z = 29 as shown in Fig. 5, the grating will demodulate the
light back to zero spatial frequency, and the output light
intensity becomes
- 4 4xFroa

ltza = fo fla) [1,4- cos —-f—-)l da, (15)
which in effect gives the cosine transform of f(a) sam-
pled at spatial frequency 4xFzo/f. By transiating the

x LRSI

l-"m.' 4. Mapping the transform output in the fringe volume to a
convenient output plane using a beam splitter.

FIk. 5 Samphing 4 spatial trequencies with a tramlutmu tourth
' zratng.
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Fig. 6. Decoding the iransform output with a tiited fourth grating.

fourth grating along the z axis over the entire fringe box,
the cosine transform output can be scanned out.

However, such a translation technique takes time, and

our goal is real-time operation.

- We note that Eq. (15) is not a function of x and y.
The sampled cosine output can be obtained by mea-
suring the intensity at any point of the output plane. If
we tilt the fourth grating toward the x-z plane so that
it traverses the fringe volume as iilustrated in Fig. 6,
different parts of the grating along the y direction will
be sampling the intensity at different positions along
the z direction. The output intensity distribution be-
comes

']
I(y) = j; fla) [1 + m(w)] da, (1)
" which can be written as
11 = ' flara+ §' flar contwrarda, an

- where
' o = (4xFy tane)/f,
and ¢ is the tilt angle of the fourth grating.

Once again, a biased output of the cosine tranaform

is obtained. However, the spectrum is now duphyod

along the «’ direction, which is orthogonal to the a axis.

The cosine spectrum, therefore, lies along a dmcuon
. that is perpendicular to the 1-D irput.

If w2 transiate the fourth grating by ono-ol(ht.h ofa
period (i.e., £7/4 phase shift), we obtain

lW) = j; fla)da + .’o [la) siniw’aa 118'

or the sine transformation of f(a).
To perform complex Fourier transformations, we
need both the rsal and imaginary parts. The cosine and

sine transforms can be displayed simultaneously by.

using a split grating as the fourth grating at the output
as shown in Fig. 7. The grating lines at .he two halves
of the grating are phase shifted by »/4. This produces
a cosine transform at one side of the output and the sine
transform at the other.

We note that the tilted grating decoding technique

may also be applied to the single-gratiny interferometer

by placing the tilted grating against the first grating

7208 APPLED OPTICS / Vol. 23, No. 14 / 18 July 1984
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transversing the fringe volume. However, the presence
of spurious diffraction orders may substantially degrade
the transform output. In addition, transform infor-
mation near dc may not be displayed due to blockage
by the edge of the tilted grating.

When only cosine transforms are performed, the

input must be either single sided (i.e.,0 S a < /) oran
even function [i.e., f(a) = f(—a)] to avoid ambiguity.
With a dual-channel system, however, the input is no
longer limited to being single sided or even. The pro-

‘cessor is actually performing the decomposition

f " fla) contwalda

f- Ha) expl=iwalda = \--w
- 74

- f_ _ fla) sin(walda
o _ *
where f(«) is an arbitrary real and non-negative func-
tion, which in general is a combination of even and odd
parts. That is, the decomposition is not in terms of the
cosine transform of the even part and the sine transform
of the odd part but rather in terms of ¥, and F,, which
are the real and imaginary parts, respectively, of the
Fourier transform. In this operating mode, the input
can extend from <! to / with unique information on both

* sides, and the space-bandwidth product of the proces-

sor is in effect doubled. This dcubling of the space-
bandwidth product can be considered to occur because

the system acts as a duai-channel processor simulta-

neously performing the real and imaginary parts of the

Fourier transformation. A more datailed discussion on:

the space-bmdmdth product of the grating interfero-
metric processor is given i a later section.

V. Experimental Results

An interferometric optical procesur was set up using
the configuration illustrated in Fig. 6. Asthe input,a
ground glass diffuser was backilluminated by an unfil-
tered xenon arc lamp to produce an incoherent light
sourre. which in turn was used to illuminate a slit'and
transparency. To test if the system can produce the

correct Fourier transform output, a transparency with

an intensity transmittance of 1 + cos(2rga) was used.
Thue the input is given by f(a) = rect[(a = ag)L][1 +
coc(Ztga)] The cosine/sine transform outputs were

' read out using a 1024-element linear detector array. In

Fig. 8(a), we show the cosine transform output obtained

with the interferometric processor. For comparison, °

we computed the Fourier transform of a function:

\‘t@@ J—
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Fig& Optically genersted cosine and sine transforms v the digitally

computed versions.

- (Yo

[ la) = Wia) -«:t( [1 # comi2aee + o)} expla®). (19)

where rect((a = ao)/L) = 1 forao = L2 < « S o+ L/2,

W(a) is an apodizing factor added to ac¢count for the

_nonuniform illumination of the input. v is the offset

of the input from the axis, g is the spatial frequency, ¢

is the phase of the input cosine funcuon. and t is an
arbitrary phase.

The choice of the grating positicn that is designated

as cosine of sine transform is arbitrary and unimportant

as long as an exact x/2 phase shift is introduced between .
the sine and cosine transforms and a consistency is’

maintained. The difference in the vutputs caused by
different initial choices of the grating pos:tion is simply
a constant phase. (A similar situation anises in coherent
optical processing whete a coherent reterence beam is
introduced to measure the complex cutput of the vptical
processor.) In our experiment, the constant phase term
exp(if!) was obtained by varying # in the computation
until the real part of the zero order ot the digital Fourier
transform matched that of the optical vutput. In Fig,
~ 8tb), we show the computed real part ot the Fourier

. transform. Except {or a small phuse ditterence, there
is a very good correspondence between the opticaily

%

t.‘(«{s"' P .m.'. .\-{‘- V{f (a'&%.‘u

obtained and digitally computed results. The smail
phase error might have been caused by irregularity in
the local frequency of the gratings.

Tke fourth grating was then translated by one-eighth

of a perio@ to produce a x/1 phase shift on the recom- -

bined beams. The optically obtained sine transform
output is shown in Fig. 8(c). For comparison, the cor-
responding computed imaginary part of the Fourier
transform is shown in Fig. 8(d). Once again, the optical
output matches the digitally computed result.

¥. Comparison 10 a Micheison Stellar interterometer

The operation of this system can be explained more
intuitively by going back to the Michelson stellar in-
terferometer. The Michelson stellar interfercmeter in
its basic form is simply two apertures separated by a
distance d as shown in Fig. 9(a).  The CLSC is obtained
by measuring the complex visibiity of the fringes
formed for different separations of the apertures. We
ses from Fig. 9(b) that we have & similar situation with
the grating interferometer. The interfering light fields
are sheared by an amount Ax = z* tan[sin~!(AF)], where
F is the spatial frequency of the grating. Thus, similar
to the Michelson stellar interferometer, two parts of a
wave front separated by a transverse distance Ax are

‘made to interfere, and the resulting fringe visibility

along the z axis, therefore, follows a Fourier transform
relationship with the source intensity distribution.
Unlike the Michelson interferometer where the visi-
bility for each value of Ax must be measured separately,
the grating interferometer presents the interference
fringes for the different shear distances simultaneously
at different positions of 2. This interferometric optical

Fig. 9 |'--m').lt|~'-|'| with 4 Michelum.Stellar interferometer: (a)

Michelson steilar intertervmeter: 1hl simultanenus display of all

~patial tregue i ies withs the eating interterometer: ic) wavelength-
ependent <hearing of input wave front.

1SJuly 1984 Vol 23, No. 14 / APPLED OPTICS 2287

-~

i".u LY fJ I} A’ ’. »( l Py MM-“) Pl rlﬂ“-\ \\‘-\N\'@

P AP § dad

AT



processor are very wide (e.g., surface relief gratings). r

(2) The spurious diffraction orders ars not a problem, L2

. . and no stope are used in the system. (This asszmption o

. o . - axis i . is always valid for systems that utilize beam splitters to <

Fig. 10.  Shifting of fringe volume for off-axis input point. 4 odulate the output. It is aiso valid for the muiti- o
ple-grating system using a tilted fourth grating for -

. . output demodulated if the gratings are properly fabri- ~

processor is, therefore, basically an interferometer that  cated. The effects of spurious diffraction orders will A
~ is capable of measuring in parallel the 1-D CDSCof a  be discussed in a later section.) w3
field emanated from a homogeneous incoherent line (3) The gratings are of sufficient size that the entire “]
source at far field as created by the collimating lens. field over the full angular bandwidth is diffracted by the 4
The spatial frequency as measured by a Michelson gratings. ;-,:
interferometer is given by u = 2xAx/Mf, which is (4) The field distribution along the optical z axis is pe
wavelength dependent. A Michelson interferometer  considered as the output plane. [!n actual system op- —
can, therefore, operate only with quasi-monochromatic  eration, it is necessary to transfer this output plane to Er,
radiation. To make the system achromatic, a variable  a more accessible plane using a beam spliter or a grat- 7y
amount of shear must be introduced so that Ax(A)/A = ing. This analysis is directly applicable to a system that '
constant. The amcunt of shear introduced by the utilizes a beam splitter to demodulate the output (Fig. n
grating interferometer varies with wavelength, since to  4). With the use of a tilted fourth grating, however, the (3

the first order, Ax = 2F)\z, as illustrated in Fig. 9(c).
The spatial frequency is thus u = 4xFz/f, which is
wavelength independent and hence achromatic.

VL. Comparison 1o Coherent Optical Processing
Although the interferometric processor operates on

incoherent inputs, its performance characteristics are  metric systems, except for the change in coordinate 2
very similar to a coherent optical processor. Foraco-  position, we have >
herent system, the transform relationship can be written , . : L
as , Ie)= { flada+ f fla) conlwarda, 5
- ] . (o
Fo) = [ farexn (222 da, @) where w = 4xFz/f. ,\:1
) oY ' Consider spevifically the multiple-grating processor 4]
and for the interferometric optical processor, as illustrated in Fig. 10. The fringe box translates down -
- 4xFza or up depending on the position of the input point. For i
Friz) = J:.ﬂ‘"m{ f )d" . @Y apointinput at & = o, the fringe box extendsalong the g
and ' 2 axis up to :-,,4
A _ [sxFza : 2 - '_- ‘.’Dao T, :f
Fiiz) = f_. fta) sin ( ) da. 22) -2 (2 )/ i
The difference between the two processors is in the  Where 'r
scaling factors 2x/Af and 4xF/f. The scaling factor for -
a coherent optical processor is inversely proportional T e tanfain=t {V - sin ["""( }“) 23 o

to wavelength, while the scaling factor for the interfer-
ometric processor is independent of wavelength. Hence

we compute the space-bandwidth product (SBWP) of
the single-grating and tue muitiple-grating interfer-
ometers. The approximations and assumptions used
in the computation are listed:

(1) The angular bandwidth of the gratings in the

performance characteristic may be degraded in the
decoding process. and the syutem SBWP may be lower
than computed.]

(5). First-order coproximations are used to describe
the operation of the interferometer.

For both the single- and muitiple-grating interfero-

corresponding to a cutoff spatial frequcncy of

the interferometric processor is equivalent to an ach- velag) g’{g _2Daq) L e
romatic Fourier transform system.> ¢ m2" 7 ‘

. For systems that use AO modulators or discrete
sources (e.g., the vector-matrix muitiplier) as input

devices, the space-bandwidth product is typically input - N
device limited and can be easily defined. For a coherent (0) = .ﬂﬂ.’ . ‘ 125) N
optical processor and an interferometric optical pro- ' N

" cessor, on the other hand, the space-bandwidth product  where , -
is usuaily processor-limited and is dependent on many 8§ = sin="(FA) (26)

factors such as the exact optical configuration, the f/No.
of the transform or collimating lens. the aperture of the

lens, and the pertformance of the lens. [n the tollowing,

. 2288, APPLIED OPTICS / Voi. 23, No. 14 18 July 1984

is the d:ffra'uon angle showr in Fig. 10.

For the on-axis point ag = 0, the cutoff freqguency is
a maximum and i is given by

Notice that
the cutoff frequency is wavelength dependent. We also
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Fig. 11. Space-bandwidth products of a single-grating ihurfém.
metric processor, a multiple-grating interferometric processor, and
a coherent optical p-ocessor.

voint out that, except for the cosine factor, Eq. (25)
describes the highest frequency that can be coherently
processed by a Fourier transform lens with aperture
width A, focal length f, and the input placed a focal
lengzh in front of the lens. In fact, an expression
equivalent to that of Eq. (24) for such a coherent pro-
cessor is ziven in the Appendix.

Now consider an input signal of length 2/, extending
from a = —{ to a = |. The end point [ establishes a
cutoff frequency ».(l). Although one could define a
space-bandwidth product (SBWP) given by the prod-
uct of the line length by the maximum cutoff, i.e.,
4lv.(0), it is more meaningful for arbitrary inputs to
establish the SBWP only as specified over the uniform

"(nontapering) part of the spectrum as given by the

lowest cutoff frequency v.(l). Thus we define the

SBWP as
SBWDP(D) = dlv (1), 27
which with substitution from Eq. (24) becomes
20{A 2DO . .
Bwp = 24200 28
BWP() Tz 7 ') (28)

uations (24)-(28) also hold for the smgle-gratmg
interferometer by letting D = 0.  The single-grating
interferometer can be considered to be the limit of the
multiple-grating interferometer as D approaches zero.

coh{SBWP(2/)] = 2I/A - (sinitan='[tA - 21//]D),

where the input extends from —A/2to 2! -~ A/2,
In|Fig..11, the SBWP is plotted as a function of the
length of the input for the coherent optical processor
and for the two-grating interferometer geometries.
Note that for the multiple-grating interterometer and
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the coherent optical processor, there is an optimum
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input length. To maximize further the SBWP of the
multiple-grating interferometer, it is necessary to
minimize the length of the interferometer 2D. (This
is equivalent to moving the input closer to the Fourier
transform lens i the case of a coherent optical proces-
sor.) As we shor’en the interferometer, the gratings
eventually collapse onto 2 single plane, and we essen-
tially have the single-grating interferometer. (This is

‘'similar to putting the input right in front of the trans-

form lens of the coherent optical processor.)

The above space-bandwidth product is computed
from geometric considerations. A second factor that
can limit the space-bandwidth product of the system
is the dynamic range of the output detector artay. The
})‘,asllevel is determined by the integrated input signal
eve

B= J: f(a)d;x.

As l increases so does the bias level. Thus the number
of input points that can be processed for the worst case
is equal to the dynamic range of the output detector.
The space-bandwidth product, however, can be much
larger if the transform of the input consistas of only a
small number of points (e.g., a sinusoidal input). In
that case, the space-bandwidth product of the system
is limited by the system geometry.

We should note that the same dynamic range limi-

tation also applies to a coherent cptical processor if the

complex output is to be read out with a detector array.
However, there is more flexibility with the coherent
system. For example, if the input data are on a carrier
and the information around dec is unimportant, the
reference beam can be lowered to a level corresponding
to the highest signal level in the desired portion of the
output spectrum. With the interferometric processor,
on the other hand, the bias is fixed at a level corre-
sponding to the dc output.

We emphasize that unlike many other optical systems
that utilize gratings (e.g., the achromatic Fourier
transform system), spurious diffraction orders do not
necessarily pose a problem for the grating interfero-
metric processor. With the use of a beam splitter. to
decode the output, the spurious orders have miniimal
effect, since they propagate in directions away from the
output plane as long as the argular subtend of the input
is less than the diffraction angle of the grating. This is

* true for both the single-grating and multiple-grating

50
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arrangements utilizing beam splitters, For a multi-
ple-grating system that employs a tilted grating to de-
modulate the output, the spurious diffraction orders are
also not a serious problem. First, the higher diffraction
orders propagate away from the output plane, and for
the right arrangement they will not pose problem. The
zero order does propagate toward the output plane, but

it can be auppressed significantly. For example, if a

thin sinusoidal phase grating is used, the powers in the
various diffraction orders follow the Bessel functions.
By adjusting the exposure in the fabrication of the
grating to where the zeroth-order Bessel function goes
to zero, the dc term can be substantially suppressed.
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Furthermore, the zeroth order is incoherent with the
first orders that are being combined (large path differ-
ences). Thus the effect of the dc term that remains is
to add ‘2 smail uniform bias to the output. Spurious
orders, however, do create serious problems when using
a tilted grating to decode the output of a single grating
system, and such an arrangement is generally rot de-
sirable.

VHi. Appiications
The interferometric optical processor can be config-

. ured to perform operations currently accomplished by

other optical processors. In addition, it can perform
operations that cannot be easily done otherwise, since
it operates on inccherent light.

For example, to process a temporal signal, the scan-
ning electron beam of a CRT can be used to convert the
temporal electrical signal into a spatial formatted light
signal. The processed output is received by a detector
array which is read out after integrating over the time
of a complete scan of the electron beam. Such a system
can operate over a large range of frequencies by varying
the scan rate of the electron beam. The ease in ob-
taining the real and imaginary parts of the complex
Fourier transform output gives the interferometric
processor a potential advantage over optical systems
using AO modulators and SAW devices.

The interferometer is a paralle! processing device, and
its capability is not fully utilized when used to process
single-channel temporal signals. For applications
where parallel inputs are available (e.g., from an an-
tenna array), the inputs can be used to drive individual
LEDs in a linear array. Together with an array of in-
dividuaily addressable detectors, the system can be used
to perform n-point discrete Fourier transforms at a rate
determined by the {requency response limit of the
LEDs. Ascompared to tiie vector-matrix multiplier,
the interferometric processor has the advantage of
simplicity requiring only simple gratings and collima-
tion optics instead of complicated 2-D masks and
beam-forming optics.

More important, however, is the ability of the inter-
ferometric optical processor to operate on completely
incoherent inputs. The system, therefore, has the po-
tential to perform Fourier transformations on signals
directly from the real world using light emanating from
the object scene itself. |

Vill. Summary

We have introduced ‘an optical processot which is

capable of performing complex spatial 1-D Fourier
transforms on incoherent optical inputs. One possible
implementation of the processing approach using a
grating interferometer was presented, and the operation
of an interferometric optical processor is experimentally
demonstrated. The potential ability of the system to
directly process images using the light emanated from
an object scene removes limitations imposed by input
devices and opens new avenues for optical processing.
The research on this type of interferometric procesgor

is still in it initial stages, and much has vet to be devel. -
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Fig. 12. Geometry of a coherent optical processor for the processing
of real inputs.

oped. The optical configurations presented are only
examples of many other possible implementations of the
interferometric optical processor. Alternative system
configurations with different performance character-
istics that are ophmxzed for specific apphcatlons can be
developed.

The work was supported by the U.S. Army Research
Office. Parts of this paper were presented at the In-
ternatxonal .Optical Computmg Conference, Apr.
1983.2

Appendix: Space-Bandwidth Pnduct of a Coherent
Optical Processor

For an optical Fourier transform lens to process the
input signal without loss of information, all the light
emanating from the input aperture must be passed by
the lens aperture, i.e., no vignetting. Consider the 1-D
optical processor illustrated in Fig. 12. At position
the cutoff frequency defined by geometry consider-
ations is given by

ve(a) = A sinjtan~'{{(A - 2{a})/2f}}. (AD

Thus the cutoff frequency varies along the input aper-
ture. It is possible to'define a maximum'space-band-
width product via

bBWP..... = 41y (0), : (A2)
where the input is assumed to extend from ~{ to +/ and

the extra 2 comes from the two sidebands. However, '

to insure that the input is processed without loss of in-
formation, the highest spatial frequency of the input
must be limited to #:({). Then the SBWP becomes

SBWP() » 4lwc (). A
~ If the input is real, the transtorm is Hermitian, One

“sideband- of the output spectrum can be discarded

without loss of information. By placing the input
asymmetrically from -A/2to 2l - A/2, the (one-sided)
cutoff frequency becomes

v t2) = sinitan='{(A = 2(V/Fil, EYY
where 0 </ < A/2. The SBWP becomes

SBWPU = v (2. AN
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To determine the optimum input size for a given
~ value of A and f, we let 2/ = nA and take the partial
derivative of Eq. (A3) to get
@n -1 _A?
(1=a)p ¢?
and of Eq. (A5) to get
2n -1} A%
(l-npP £

(A6)

(AT

For lenses with //Noe. of £/2 or slower, n is nearly 0.5 for

both cases. That is, the optimum SBWP tends to be
obtained when the input aperture size is one-half of the
lens aperture size.
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